
8.8 Securing Wireless LANs

Security is a particularly important concern in wireless networks, where radio waves

carrying frames can propagate far beyond the building containing the wireless base

station and hosts. In this section we present a brief introduction to wireless security.

For a more in-depth treatment, see the highly readable book by Edney and Arbaugh

[Edney 2003].

The issue of security in 802.11 has attracted considerable attention in both techni-

cal circles and in the media. While there has been considerable discussion, there has

been little debate—there seems to be universal agreement that the original 802.11

specification contains a number of serious security flaws. Indeed, public domain soft-

ware can now be downloaded that exploits these holes, making those who use the

vanilla 802.11 security mechanisms as open to security attacks as users who use no

security features at all.

In the following section, we discuss the security mechanisms initially standard-

ized in the 802.11 specification, known collectively as Wired Equivalent Privacy

(WEP). As the name suggests, WEP is meant to provide a level of security similar

to that found in wired networks. We’ll then discuss a few of the security holes in

WEP and discuss the 802.11i standard, a fundamentally more secure version of

802.11 adopted in 2004.

8.8.1 Wired Equivalent Privacy (WEP)

The IEEE 802.11 WEP protocol was designed in 1999 to provide authentication and

data encryption between a host and a wireless access point (that is, base station)

using a symmetric shared key approach. WEP does not specify a key management

algorithm, so it is assumed that the host and wireless access point have somehow

agreed on the key via an out-of-band method. Authentication is carried out as follows:

1. A wireless host requests authentication by an access point.

2. The access point responds to the authentication request with a 128-byte nonce

value.

3. The wireless host encrypts the nonce using the symmetric key that it shares

with the access point.

4. The access point decrypts the host-encrypted nonce.

If the decrypted nonce matches the nonce value originally sent to the host, then the

host is authenticated by the access point.

The WEP data encryption algorithm is illustrated in Figure 8.30. A secret 40-bit

symmetric key, K
S
, is assumed to be known by both a host and the access point. In

addition, a 24-bit Initialization Vector (IV) is appended to the 40-bit key to create a

64-bit key that will be used to encrypt a single frame. The IV will change from one
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frame to another, and hence each frame will be encrypted with a different 64-bit key.

Encryption is performed as follows. First a 4-byte CRC value (see Section 5.2) is

computed for the data payload. The payload and the four CRC bytes are then

encrypted using the RC4 stream cipher. We will not cover the details of RC4 here

(see [Schneier 1995] and [Edney 2003] for details). For our purposes, it is enough to

know that when presented with a key value (in this case, the 64-bit (K
S
, IV) key), the

RC4 algorithm produces a stream of key values, k
1

IV, k
2

IV, k
3

IV, . . . that are used to

encrypt the data and CRC value in a frame. For practical purposes, we can think of

these operations being performed a byte at a time. Encryption is performed by

XOR-ing the ith byte of data, d
i
, with the ith key, k

i
IV, in the stream of key values

generated by the (K
S
,IV) pair to produce the ith byte of ciphertext, c

i
:

c
i
= d

i
� k

i
IV

The IV value changes from one frame to the next and is included in plaintext in

the header of each WEP-encrypted 802.11 frame, as shown in Figure 8.30. The

receiver takes the secret 40-bit symmetric key that it shares with the sender, appends

the IV, and uses the resulting 64-bit key (which is identical to the key used by the

sender to perform encryption) to decrypt the frame:

d
i
= c

i
� k

i
IV

Proper use of the RC4 algorithm requires that the same 64-bit key value never

be used more than once. Recall that the WEP key changes on a frame-by-frame

basis. For a given K
S

(which changes rarely, if ever), this means that there are only

224 unique keys. If these keys are chosen randomly, we can show [Walker 2000;

Edney 2003] that the probability of having chosen the same IV value (and hence

used the same 64-bit key) is more than 99 percent after only 12,000 frames. With 1

Kbyte frame sizes and a data transmission rate of 11 Mbps, only a few seconds are
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Figure 8.30 � 802.11 WEP protocol
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needed before 12,000 frames are transmitted. Furthermore, since the IV is transmit-

ted in plaintext in the frame, an eavesdropper will know whenever a duplicate IV

value is used.

To see one of the several problems that occur when a duplicate key is used, con-

sider the following chosen-plaintext attack taken by Trudy against Alice. Suppose

that Trudy (possibly using IP spoofing) sends a request (for example, an HTTP or

FTP request) to Alice to transmit a file with known content, d
1
, d

2
, d

3
, d

4
,. . . . Trudy

also observes the encrypted data c
1
, c

2
, c

3
, c

4
. . . . Since d

i
= c

i
� k

i
IV, if we XOR c

i

with each side of this equality we have

d
i

� c
i
= k

i
IV

With this relationship, Trudy can use the known values of d
i
and c

i
to compute k

i
IV.

The next time Trudy sees the same value of IV being used, she will know the key

sequence k
1

IV, k
2

IV, k
3

IV, . . . and will thus be able to decrypt the encrypted message.

There are several additional security concerns with WEP as well. [Fluhrer

2001] described an attack exploiting a known weakness in RC4 when certain weak

keys are chosen. [Stubblefield 2002] discusses efficient ways to implement and

exploit this attack. Another concern with WEP involves the CRC bits shown in Fig-

ure 8.30 and transmitted in the 802.11 frame to detect altered bits in the payload.

However, an attacker who changes the encrypted content (e.g., substituting gibber-

ish for the original encrypted data), computes a CRC over the substituted gibberish,

and places the CRC into a WEP frame can produce an 802.11 frame that will be

accepted by the receiver. What is needed here are message integrity techniques such

as those we studied in Section 8.3 to detect content tampering or substitution. For

more details of WEP security, see [Edney 2003; Walker 2000; Weatherspoon 2000]

and the references therein.

8.8.2 IEEE 802.11i

Soon after the 1999 release of IEEE 802.11, work began on developing a new and

improved version of 802.11 with stronger security mechanisms. The new standard,

known as 802.11i, underwent final ratification in 2004. As we’ll see, while WEP

provided relatively weak encryption, only a single way to perform authentication,

and no key distribution mechanisms, IEEE 802.11i provides for much stronger

forms of encryption, an extensible set of authentication mechanisms, and a key dis-

tribution mechanism. In the following, we present an overview of 802.11i; an excel-

lent (streaming audio) technical overview of 802.11i is [TechOnline 2012].

Figure 8.31 overviews the 802.11i framework. In addition to the wireless client

and access point, 802.11i defines an authentication server with which the AP can

communicate. Separating the authentication server from the AP allows one authenti-

cation server to serve many APs, centralizing the (often sensitive) decisions
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regarding authentication and access within the single server, and keeping AP costs

and complexity low. 802.11i operates in four phases:

1. Discovery. In the discovery phase, the AP advertises its presence and the forms

of authentication and encryption that can be provided to the wireless client

node. The client then requests the specific forms of authentication and encryp-

tion that it desires. Although the client and AP are already exchanging mes-

sages, the client has not yet been authenticated nor does it have an encryption

key, and so several more steps will be required before the client can communi-

cate with an arbitrary remote host over the wireless channel.

2. Mutual authentication and Master Key (MK) generation. Authentication takes

place between the wireless client and the authentication server. In this phase,

the access point acts essentially as a relay, forwarding messages between the

client and the authentication server. The Extensible Authentication Protocol

(EAP) [RFC 3748] defines the end-to-end message formats used in a simple

request/response mode of interaction between the client and authentication

server. As shown in Figure 8.32 EAP messages are encapsulated using

EAPoL (EAP over LAN, [IEEE 802.1X]) and sent over the 802.11 wireless

link. These EAP messages are then decapsulated at the access point, and then

8.8 • SECURING WIRELESS LANS 729

Figure 8.31 � 802.11i: four phases of operation
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re-encapsulated using the RADIUS protocol for transmission over UDP/IP to

the authentication server. While the RADIUS server and protocol [RFC 2865]

are not required by the 802.11i protocol, they are de facto standard compo-

nents for 802.11i. The recently standardized DIAMETER protocol [RFC

3588] is likely to replace RADIUS in the near future.

With EAP, the authentication server can choose one of a number of ways to

perform authentication. While 802.11i does not mandate a particular authenti-

cation method, the EAP-TLS authentication scheme [RFC 5216] is often used.

EAP-TLS uses public key techniques (including nonce encryption and message

digests) similar to those we studied in Section 8.3 to allow the client and the

authentication server to mutually authenticate each other, and to derive a 

Master Key (MK) that is known to both parties.

3. Pairwise Master Key (PMK) generation. The MK is a shared secret known

only to the client and the authentication server, which they each use to generate

a second key, the Pairwise Master Key (PMK). The authentication server then

sends the PMK to the AP. This is where we wanted to be! The client and AP

now have a shared key (recall that in WEP, the problem of key distribution was

not addressed at all) and have mutually authenticated each other. They’re just

about ready to get down to business.

4. Temporal Key (TK) generation. With the PMK, the wireless client and AP can

now generate additional keys that will be used for communication. Of particular

interest is the Temporal Key (TK), which will be used to perform the link-level

encryption of data sent over the wireless link and to an arbitrary remote host.
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Figure 8.32 � EAP is an end-to-end protocol. EAP messages are encapsu-
lated using EAPoL over the wireless link between the client
and the access point, and using RADIUS over UDP/IP
between the access point and the authentication server
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802.11i provides several forms of encryption, including an AES-based encryption

scheme and a strengthened version of WEP encryption.

8.9 Operational Security: Firewalls and 
Intrusion Detection Systems

We’ve seen throughout this chapter that the Internet is not a very safe place—bad

guys are out there, wreaking all sorts of havoc. Given the hostile nature of the

Internet, let’s now consider an organization’s network and the network administra-

tor who administers it. From a network administrator’s point of view, the world

divides quite neatly into two camps—the good guys (who belong to the organiza-

tion’s network, and who should be able to access resources inside the organi-

zation’s network in a relatively unconstrained manner) and the bad guys (everyone

else, whose access to network resources must be carefully scrutinized). In many

organizations, ranging from medieval castles to modern corporate office buildings,

there is a single point of entry/exit where both good guys and bad guys entering

and leaving the organization are security-checked. In a castle, this was done at a

gate at one end of the drawbridge; in a corporate building, this is done at the secu-

rity desk. In a computer network, when traffic entering/leaving a network is secu-

rity-checked, logged, dropped, or forwarded, it is done by operational devices

known as firewalls, intrusion detection systems (IDSs), and intrusion prevention

systems (IPSs).

8.9.1 Firewalls

A firewall is a combination of hardware and software that isolates an organization’s

internal network from the Internet at large, allowing some packets to pass and block-

ing others. A firewall allows a network administrator to control access between the

outside world and resources within the administered network by managing the traf-

fic flow to and from these resources. A firewall has three goals:

• All traffic from outside to inside, and vice versa, passes through the firewall.

Figure 8.33 shows a firewall, sitting squarely at the boundary between the admin-

istered network and the rest of the Internet. While large organizations may use

multiple levels of firewalls or distributed firewalls [Skoudis 2006], locating a

firewall at a single access point to the network, as shown in Figure 8.33, makes

it easier to manage and enforce a security-access policy.

• Only authorized traffic, as defined by the local security policy, will be allowed to

pass. With all traffic entering and leaving the institutional network passing

through the firewall, the firewall can restrict access to authorized traffic.

8.9 • OPERATIONAL SECURITY: FIREWALLS AND INTRUSION DETECTION SYSTEMS 731



• The firewall itself is immune to penetration. The firewall itself is a device con-

nected to the network. If not designed or installed properly, it can be compro-

mised, in which case it provides only a false sense of security (which is worse

than no firewall at all!).

Cisco and Check Point are two of the leading firewall vendors today. You can also

easily create a firewall (packet filter) from a Linux box using iptables (public-

domain software that is normally shipped with Linux).

Firewalls can be classified in three categories: traditional packet filters,

stateful filters, and application gateways. We’ll cover each of these in turn in the

following subsections.

Traditional Packet Filters

As shown in Figure 8.33, an organization typically has a gateway router connecting

its internal network to its ISP (and hence to the larger public Internet). All traffic leav-

ing and entering the internal network passes through this router, and it is at this router

where packet filtering occurs. A packet filter examines each datagram in isolation,

determining whether the datagram should be allowed to pass or should be dropped

based on administrator-specific rules. Filtering decisions are typically based on:
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Figure 8.33 � Firewall placement between the administered network and
the outside world
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• IP source or destination address

• Protocol type in IP datagram field: TCP, UDP, ICMP, OSPF, and so on

• TCP or UDP source and destination port

• TCP flag bits: SYN, ACK, and so on

• ICMP message type

• Different rules for datagrams leaving and entering the network

• Different rules for the different router interfaces

A network administrator configures the firewall based on the policy of the organ-

ization. The policy may take user productivity and bandwidth usage into account as

well as the security concerns of an organization. Table 8.5 lists a number of possible

polices an organization may have, and how they would be addressed with a packet

filter. For example, if the organization doesn’t want any incoming TCP connections

except those for its public Web server, it can block all incoming TCP SYN segments

except TCP SYN segments with destination port 80 and the destination IP address

corresponding to the Web server. If the organization doesn’t want its users to monop-

olize access bandwidth with Internet radio applications, it can block all not-critical

UDP traffic (since Internet radio is often sent over UDP). If the organization doesn’t

want its internal network to be mapped (tracerouted) by an outsider, it can block all

ICMP TTL expired messages leaving the organization’s network.

A filtering policy can be based on a combination of addresses and port numbers.

For example, a filtering router could forward all Telnet datagrams (those with a 

port number of 23) except those going to and coming from a list of specific IP

addresses. This policy permits Telnet connections to and from hosts on the allowed
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Policy Firewall Setting

No outside Web access. Drop all outgoing packets to any IP address, port 80

Table 8.5 � Policies and corresponding filtering rules for an organization’s
network 130.27/16 with Web server at 130.207.244.203

No incoming TCP connections, except 
those for organization’s public Web server only.

Drop all incoming TCP SYN packets to any IP except
130.207.244.203, port 80

Prevent Web-radios from eating up the 
available bandwidth.

Drop all incoming UDP packets—except DNS packets.

Prevent your network from being used 
for a smurf DoS attack.

Drop all ICMP ping packets going to a “broadcast”
address (eg 130.207.255.255).

Prevent your network from being tracerouted Drop all outgoing ICMP TTL expired traffic



list. Unfortunately, basing the policy on external addresses provides no protection

against datagrams that have had their source addresses spoofed.

Filtering can also be based on whether or not the TCP ACK bit is set. This trick

is quite useful if an organization wants to let its internal clients connect to external

servers but wants to prevent external clients from connecting to internal servers.

Recall from Section 3.5 that the first segment in every TCP connection has the ACK

bit set to 0, whereas all the other segments in the connection have the ACK bit set to

1. Thus, if an organization wants to prevent external clients from initiating connec-

tions to internal servers, it simply filters all incoming segments with the ACK bit set

to 0. This policy kills all TCP connections originating from the outside, but permits

connections originating internally.

Firewall rules are implemented in routers with access control lists, with each

router interface having its own list. An example of an access control list for an

organization 222.22/16 is shown in Table 8.6. This access control list is for an

interface that connects the router to the organization’s external ISPs. Rules are

applied to each datagram that passes through the interface from top to bottom. The

first two rules together allow internal users to surf the Web: The first rule allows any

TCP packet with destination port 80 to leave the organization’s network; the sec-

ond rule allows any TCP packet with source port 80 and the ACK bit set to enter

the organization’s network. Note that if an external source attempts to establish a

TCP connection with an internal host, the connection will be blocked, even if the

source or destination port is 80. The second two rules together allow DNS packets

to enter and leave the organization’s network. In summary, this rather restrictive

access control list blocks all traffic except Web traffic initiated from within the

organization and DNS traffic. [CERT Filtering 2012] provides a list of recom-

mended port/protocol packet filterings to avoid a number of well-known security

holes in existing network applications.
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action source address dest address protocol source port dest port flag bit

Table 8.6 � An access control list for a router interface

allow 222.22/16 outside of
222.22/16

TCP > 1023 80 any

allow outside of
222.22/16

222.22/16 TCP 80 > 1023 ACK

allow 222.22/16 outside of
222.22/16

UDP > 1023 53 —

allow outside of
222.22/16

222.22/16 UDP 53 > 1023 —

deny all all all all all all



Stateful Packet Filters

In a traditional packet filter, filtering decisions are made on each packet in isolation.

Stateful filters actually track TCP connections, and use this knowledge to make fil-

tering decisions.

To understand stateful filters, let’s reexamine the access control list in Table 8.6.

Although rather restrictive, the access control list in Table 8.6 nevertheless allows

any packet arriving from the outside with ACK = 1 and source port 80 to get through

the filter. Such packets could be used by attackers in attempts to crash internal sys-

tems with malformed packets, carry out denial-of-service attacks, or map the inter-

nal network. The naive solution is to block TCP ACK packets as well, but such an

approach would prevent the organization’s internal users from surfing the Web.

Stateful filters solve this problem by tracking all ongoing TCP connections in a

connection table. This is possible because the firewall can observe the beginning of

a new connection by observing a three-way handshake (SYN, SYNACK, and

ACK); and it can observe the end of a connection when it sees a FIN packet for the

connection. The firewall can also (conservatively) assume that the connection is

over when it hasn’t seen any activity over the connection for, say, 60 seconds. An

example connection table for a firewall is shown in Table 8.7. This connection table

indicates that there are currently three ongoing TCP connections, all of which have

been initiated from within the organization. Additionally, the stateful filter includes

a new column, “check connection,” in its access control list, as shown in Table 8.8.

Note that Table 8.8 is identical to the access control list in Table 8.6, except now it

indicates that the connection should be checked for two of the rules.

Let’s walk through some examples to see how the connection table and the

extended access control list work hand-in-hand. Suppose an attacker attempts to

send a malformed packet into the organization’s network by sending a datagram

with TCP source port 80 and with the ACK flag set. Further suppose that this packet

has source port number 12543 and source IP address 150.23.23.155. When this

packet reaches the firewall, the firewall checks the access control list in Table 8.7,

which indicates that the connection table must also be checked before permitting

this packet to enter the organization’s network. The firewall duly checks the connec-

tion table, sees that this packet is not part of an ongoing TCP connection, and rejects
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source address dest address source port dest port

222.22.1.7 37.96.87.123 12699 80

222.22.93.2 199.1.205.23 37654 80

222.22.65.143 203.77.240.43 48712 80

Table 8.7 � Connection table for stateful filter



the packet. As a second example, suppose that an internal user wants to surf an

external Web site. Because this user first sends a TCP SYN segment, the user’s TCP

connection gets recorded in the connection table. When the Web server sends back

packets (with the ACK bit necessarily set), the firewall checks the table and sees that

a corresponding connection is in progress. The firewall will thus let these packets

pass, thereby not interfering with the internal user’s Web surfing activity.

Application Gateway

In the examples above, we have seen that packet-level filtering allows an organiza-

tion to perform coarse-grain filtering on the basis of the contents of IP and

TCP/UDP headers, including IP addresses, port numbers, and acknowledgment bits.

But what if an organization wants to provide a Telnet service to a restricted set of

internal users (as opposed to IP addresses)? And what if the organization wants such

privileged users to authenticate themselves first before being allowed to create Telnet

sessions to the outside world? Such tasks are beyond the capabilities of traditional

and stateful filters. Indeed, information about the identity of the internal users is

application-layer data and is not included in the IP/TCP/UDP headers.

To have finer-level security, firewalls must combine packet filters with applica-

tion gateways. Application gateways look beyond the IP/TCP/UDP headers and

make policy decisions based on application data. An application gateway is an

application-specific server through which all application data (inbound and out-

bound) must pass. Multiple application gateways can run on the same host, but each

gateway is a separate server with its own processes.
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Table 8.8 � Access control list for stateful filter

action source
address

dest
address

protocol source port dest port flag bit

allow 222.22/16 outside of
222.22/16

TCP >1023 80 any

allow outside of
222.22/16

222.22/16 TCP 80 >1023 ACK

allow 222.22/16 outside of
222.22/16

UDP >1023 53 —

allow outside of
222.22/16

222.22/16 UDP 53 >1023 —

deny all all all all all all

check
conxion

X

X



To get some insight into application gateways, let’s design a firewall that allows

only a restricted set of internal users to Telnet outside and prevents all external

clients from Telneting inside. Such a policy can be accomplished by implementing a

combination of a packet filter (in a router) and a Telnet application gateway, as

shown in Figure 8.34. The router’s filter is configured to block all Telnet connec-

tions except those that originate from the IP address of the application gateway.

Such a filter configuration forces all outbound Telnet connections to pass through

the application gateway. Consider now an internal user who wants to Telnet to the

outside world. The user must first set up a Telnet session with the application gate-

way. An application running in the gateway, which listens for incoming Telnet ses-

sions, prompts the user for a user ID and password. When the user supplies this

information, the application gateway checks to see if the user has permission to

Telnet to the outside world. If not, the Telnet connection from the internal user to the

gateway is terminated by the gateway. If the user has permission, then the gateway

(1) prompts the user for the host name of the external host to which the user wants

to connect, (2) sets up a Telnet session between the gateway and the external host,

and (3) relays to the external host all data arriving from the user, and relays to the

user all data arriving from the external host. Thus, the Telnet application gateway

not only performs user authorization but also acts as a Telnet server and a Telnet

client, relaying information between the user and the remote Telnet server. Note that
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Figure 8.34 � Firewall consisting of an application gateway and a filter
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the filter will permit step 2 because the gateway initiates the Telnet connection to

the outside world.
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ANONYMITY AND PRIVACY

Suppose you want to visit a controversial Web site (for example, a political activist

site) and you (1) don’t want to reveal your IP address to the Web site, (2) don’t want

your local ISP (which may be your home or office ISP) to know that you are visiting

the site, and (3) you don’t want your local ISP to see the data you are exchanging

with the site. If you use the traditional approach of connecting directly to the Web

site without any encryption, you fail on all three counts. Even if you use SSL, you fail

on the first two counts: Your source IP address is presented to the Web site in every

datagram you send; and the destination address of every packet you send can easily

be sniffed by your local ISP.

To obtain privacy and anonymity, you can instead use a combination of a trusted

proxy server and SSL, as shown in Figure 8.35. With this approach, you first make

an SSL connection to the trusted proxy. You then send, into this SSL connection, an

HTTP request for a page at the desired site. When the proxy receives the SSL-encrypt-

ed HTTP request, it decrypts the request and forwards the cleartext HTTP request to

the Web site. The Web site then responds to the proxy, which in turn forwards the

response to you over SSL. Because the Web site only sees the IP address of the

proxy, and not of your client’s address, you are indeed obtaining anonymous access

to the Web site. And because all traffic between you and the proxy is encrypted,

your local ISP cannot invade your privacy by logging the site you visited or recording

the data you are exchanging. Many companies today (such as proxify.com) make

available such proxy services.

Of course, in this solution, your proxy knows everything: It knows your IP address

and the IP address of the site you’re surfing; and it can see all the traffic in cleartext

exchanged between you and the Web site. Such a solution, therefore, is only as

good as the trustworthiness of the proxy. A more robust approach, taken by the TOR

anonymizing and privacy service, is to route your traffic through a series of non-

colluding proxy servers [TOR 2012]. In particular, TOR allows independent individu-

als to contribute proxies to its proxy pool. When a user connects to a server using

TOR, TOR randomly chooses (from its proxy pool) a chain of three proxies and

routes all traffic between client and server over the chain. In this manner, assuming

the proxies do not collude, no one knows that communication took place between

your IP address and the target Web site. Furthermore, although cleartext is sent

between the last proxy and the server, the last proxy doesn’t know what IP address is

sending and receiving the cleartext.

CASE HISTORY



Internal networks often have multiple application gateways, for example, gate-

ways for Telnet, HTTP, FTP, and e-mail. In fact, an organization’s mail server (see

Section 2.4) and Web cache are application gateways.

Application gateways do not come without their disadvantages. First, a differ-

ent application gateway is needed for each application. Second, there is a perform-

ance penalty to be paid, since all data will be relayed via the gateway. This becomes

a concern particularly when multiple users or applications are using the same gate-

way machine. Finally, the client software must know how to contact the gateway

when the user makes a request, and must know how to tell the application gateway

what external server to connect to.

8.9.2 Intrusion Detection Systems

We’ve just seen that a packet filter (traditional and stateful) inspects IP, TCP, UDP,

and ICMP header fields when deciding which packets to let pass through the firewall.

However, to detect many attack types, we need to perform deep packet inspection,

that is, look beyond the header fields and into the actual application data that the

packets carry. As we saw in Section 8.9.1, application gateways often do deep packet

inspection. But an application gateway only does this for a specific application.

Clearly, there is a niche for yet another device—a device that not only examines

the headers of all packets passing through it (like a packet filter), but also performs

deep packet inspection (unlike a packet filter). When such a device observes a

suspicious packet, or a suspicious series of packets, it could prevent those packets

from entering the organizational network. Or, because the activity is only deemed as

suspicious, the device could let the packets pass, but send alerts to a network

administrator, who can then take a closer look at the traffic and take appropriate
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Figure 8.35 � Providing anonymity and privacy with a proxy
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actions. A device that generates alerts when it observes potentially malicious traffic

is called an intrusion detection system (IDS). A device that filters out suspicious

traffic is called an intrusion prevention system (IPS). In this section we study both

systems—IDS and IPS—together, since the most interesting technical aspect of

these systems is how they detect suspicious traffic (and not whether they send alerts or

drop packets). We will henceforth collectively refer to IDS systems and IPS systems

as IDS systems.

An IDS can be used to detect a wide range of attacks, including network map-

ping (emanating, for example, from nmap), port scans, TCP stack scans, DoS band-

width-flooding attacks, worms and viruses, OS vulnerability attacks, and application

vulnerability attacks. (See Section 1.6 for a survey of network attacks.) Today, thou-

sands of organizations employ IDS systems. Many of these deployed systems are

proprietary, marketed by Cisco, Check Point, and other security equipment vendors.

But many of the deployed IDS systems are public-domain systems, such as the

immensely popular Snort IDS system (which we’ll discuss shortly).
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Figure 8.36 � An organization deploying a filter, an application gateway,
and IDS sensors

Internet

Web
server

FTP
server

DNS
server

Internal
network

Application
gateway

Demilitarized zone

Filter

Key:

= IDS sensors



An organization may deploy one or more IDS sensors in its organizational net-

work. Figure 8.36 shows an organization that has three IDS sensors. When multiple

sensors are deployed, they typically work in concert, sending information about sus-

picious traffic activity to a central IDS processor, which collects and integrates the

information and sends alarms to network administrators when deemed appropriate.

In Figure 8.36, the organization has partitioned its network into two regions: a high-

security region, protected by a packet filter and an application gateway and moni-

tored by IDS sensors; and a lower-security region—referred to as the demilitarized

zone (DMZ)—which is protected only by the packet filter, but also monitored by

IDS sensors. Note that the DMZ includes the organization’s servers that need to com-

municate with the outside world, such as its public Web server and its authoritative

DNS server.

You may be wondering at this stage, why multiple IDS sensors? Why not just

place one IDS sensor just behind the packet filter (or even integrated with the packet

filter) in Figure 8.36? We will soon see that an IDS not only needs to do deep packet

inspection, but must also compare each passing packet with tens of thousands of

“signatures”; this can be a significant amount of processing, particularly if the

organization receives gigabits/sec of traffic from the Internet. By placing the IDS

sensors further downstream, each sensor sees only a fraction of the organization’s

traffic, and can more easily keep up. Nevertheless, high-performance IDS and IPS

systems are available today, and many organizations can actually get by with just

one sensor located near its access router.

IDS systems are broadly classified as either signature-based systems or

anomaly-based systems. A signature-based IDS maintains an extensive database

of attack signatures. Each signature is a set of rules pertaining to an intrusion activ-

ity. A signature may simply be a list of characteristics about a single packet (e.g.,

source and destination port numbers, protocol type, and a specific string of bits in

the packet payload), or may relate to a series of packets. The signatures are nor-

mally created by skilled network security engineers who research known attacks.

An organization’s network administrator can customize the signatures or add its

own to the database.

Operationally, a signature-based IDS sniffs every packet passing by it, compar-

ing each sniffed packet with the signatures in its database. If a packet (or series of

packets) matches a signature in the database, the IDS generates an alert. The alert

could be sent to the network administrator in an e-mail message, could be sent to the

network management system, or could simply be logged for future inspection.

Signature-based IDS systems, although widely deployed, have a number of limi-

tations. Most importantly, they require previous knowledge of the attack to generate

an accurate signature. In other words, a signature-based IDS is completely blind to

new attacks that have yet to be recorded. Another disadvantage is that even if a sig-

nature is matched, it may not be the result of an attack, so that a false alarm is gener-

ated. Finally, because every packet must be compared with an extensive collection of

signatures, the IDS can become overwhelmed with processing and actually fail to

detect many malicious packets.
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An anomaly-based IDS creates a traffic profile as it observes traffic in normal

operation. It then looks for packet streams that are statistically unusual, for exam-

ple, an inordinate percentage of ICMP packets or a sudden exponential growth in

port scans and ping sweeps. The great thing about anomaly-based IDS systems is

that they don’t rely on previous knowledge about existing attacks—that is, they can

potentially detect new, undocumented attacks. On the other hand, it is an extremely

challenging problem to distinguish between normal traffic and statistically unusual

traffic. To date, most IDS deployments are primarily signature-based, although

some include some anomaly-based features.

Snort

Snort is a public-domain, open source IDS with hundreds of thousands of existing

deployments [Snort 2012; Koziol 2003]. It can run on Linux, UNIX, and Windows

platforms. It uses the generic sniffing interface libpcap, which is also used by

Wireshark and many other packet sniffers. It can easily handle 100 Mbps of traffic;

for installations with gibabit/sec traffic rates, multiple Snort sensors may be needed.

To gain some insight into Snort, let’s take a look at an example of a Snort signature:

alert icmp $EXTERNAL_NET any -> $HOME_NET any
(msg:”ICMP PING NMAP”; dsize: 0; itype: 8;)

This signature is matched by any ICMP packet that enters the organization’s net-

work ($HOME_NET) from the outside ($EXTERNAL_NET), is of type 8 (ICMP

ping), and has an empty payload (dsize = 0). Since nmap (see Section 1.6) generates

ping packets with these specific characteristics, this signature is designed to detect

nmap ping sweeps. When a packet matches this signature, Snort generates an alert

that includes the message “ICMP PING NMAP”.

Perhaps what is most impressive about Snort is the vast community of users and

security experts that maintain its signature database. Typically within a few hours of

a new attack, the Snort community writes and releases an attack signature, which is

then downloaded by the hundreds of thousands of Snort deployments distributed

around the world. Moreover, using the Snort signature syntax, network administra-

tors can tailor the signatures to their own organization’s needs by either modifying

existing signatures or creating entirely new ones.

8.10 Summary

In this chapter, we’ve examined the various mechanisms that our secret lovers, Bob

and Alice, can use to communicate securely. We’ve seen that Bob and Alice are

interested in confidentiality (so they alone are able to understand the contents of a

transmitted message), end-point authentication (so they are sure that they are talking
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with each other), and message integrity (so they are sure that their messages are

not altered in transit). Of course, the need for secure communication is not confined

to secret lovers. Indeed, we saw in Sections 8.5 through 8.8 that security can be used

in various layers in a network architecture to protect against bad guys who have a

large arsenal of possible attacks at hand.

The first part of this chapter presented various principles underlying secure

communication. In Section 8.2, we covered cryptographic techniques for encrypting

and decrypting data, including symmetric key cryptography and public key cryptog-

raphy. DES and RSA were examined as specific case studies of these two major

classes of cryptographic techniques in use in today’s networks.

In Section 8.3, we examined two approaches for providing message integrity:

message authentication codes (MACs) and digital signatures. The two approaches

have a number of parallels. Both use cryptographic hash functions and both tech-

niques enable us to verify the source of the message as well as the integrity of the

message itself. One important difference is that MACs do not rely on encryption

whereas digital signatures require a public key infrastructure. Both techniques are

extensively used in practice, as we saw in Sections 8.5 through 8.8. Furthermore, dig-

ital signatures are used to create digital certificates, which are important for verifying

the validity of public keys. In Section 8.4, we examined endpoint authentication and

introduced nonces to defend against the replay attack.

In Sections 8.5 through 8.8 we examined several security networking proto-

cols that enjoy extensive use in practice. We saw that symmetric key cryptogra-

phy is at the core of PGP, SSL, IPsec, and wireless security. We saw that public

key cryptography is crucial for both PGP and SSL. We saw that PGP uses digital

signatures for message integrity, whereas SSL and IPsec use MACs. Having now

an understanding of the basic principles of cryptography, and having studied how

these principles are actually used, you are now in position to design your own

secure network protocols!

Armed with the techniques covered in Sections 8.2 through 8.8, Bob and Alice

can communicate securely. (One can only hope that they are networking students

who have learned this material and can thus avoid having their tryst uncovered by

Trudy!) But confidentiality is only a small part of the network security picture.

As we learned in Section 8.9, increasingly, the focus in network security has been

on securing the network infrastructure against a potential onslaught by the bad guys.

In the latter part of this chapter, we thus covered firewalls and IDS systems which

inspect packets entering and leaving an organization’s network.

This chapter has covered a lot of ground, while focusing on the most impor-

tant topics in modern network security. Readers who desire to dig deeper are

encouraged to investigate the references cited in this chapter. In particular, we rec-

ommend [Skoudis 2006] for attacks and operational security, [Kaufman 1995] for

cryptography and how it applies to network security, [Rescorla 2001] for an in-

depth but readable treatment of SSL, and [Edney 2003] for a thorough discussion

of 802.11 security, including an insightful investigation into WEP and its flaws.
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Homework Problems and Questions

Chapter 8 Review Problems

SECTION 8.1

R1. What are the differences between message confidentiality and message

integrity? Can you have confidentiality without integrity? Can you have

integrity without confidentiality? Justify your answer.

R2. Internet entities (routers, switches, DNS servers, Web servers, user end sys-

tems, and so on) often need to communicate securely. Give three specific

example pairs of Internet entities that may want secure communication.

SECTION 8.2

R3. From a service perspective, what is an important difference between a

symmetric-key system and a public-key system?

R4. Suppose that an intruder has an encrypted message as well as the decrypted

version of that message. Can the intruder mount a ciphertext-only attack, a

known-plaintext attack, or a chosen-plaintext attack?

R5. Consider an 8-block cipher. How many possible input blocks does this cipher

have? How many possible mappings are there? If we view each mapping as a

key, then how many possible keys does this cipher have?

R6. Suppose N people want to communicate with each of N – 1 other people

using symmetric key encryption. All communication between any two peo-

ple, i and j, is visible to all other people in this group of N, and no other per-

son in this group should be able to decode their communication. How many

keys are required in the system as a whole? Now suppose that public key

encryption is used. How many keys are required in this case?

R7. Suppose n = 10,000, a = 10,023, and b = 10,004. Use an identity of modular

arithmetic to calculate in your head (a • b) mod n.

R8. Suppose you want to encrypt the message 10101111 by encrypting the deci-

mal number that corresponds to the message. What is the decimal number?

SECTIONS 8.3–8.4

R9. In what way does a hash provide a better message integrity check than a

checksum (such as the Internet checksum)?

R10. Can you “decrypt” a hash of a message to get the original message? Explain

your answer.

R11. Consider a variation of the MAC algorithm (Figure 8.9) where the sender

sends (m, H(m) + s), where H(m) + s is the concatenation of H(m) and s. Is

this variation flawed? Why or why not?
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